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Abstract. Security management requires quantitative security indica-
tors, called security metrics, in order to effectively distribute limited re-
sources and justify investments into security. The problem is not only to
select the security metrics, but also to be sure that the metrics correctly
represent security strength.
In this paper, we tackle the problem of formal analysis of different quan-
titative security metrics. We consider a formal model which is based
interactions between an attacker and a system. We use model in order to
define security metrics and defensive actions which supposed to improve
security strength of a system. We exploit definitions to analyse whether
security metrics are able to indicate these improvements correctly.

1 Introduction

Security metrics attract the attention of the security community for more that
twenty years [3, 7]. However, the field is still missing a general formal model
which is capable of describing security metrics [6]. Such model should provide
a theoretical background which allows formal analysis of security metrics. This
analysis is required to prove that metrics can be used as reliable indicators for
security strength.

Recently, we presented first steps towards a model that allows formal defi-
nition and analysis of quantitative security metrics, e.g., the number of attacks
existing to a system [9, 10]. In our model we exploited findings of the measure-
ment theory which defines the conditions (known as representation theorem)
which formally state when a metric can be considered as a proper indicator for
some quality of an object [2, 20]. We showed, that in order to apply the find-
ings of the measurement theory to security metrics we must define the empirical
“more secure” relation for systems and only then we are able to check whether
a metric correctly represents security of the system. We also introduced a crite-
rion which is based on a simple, but evident assumption, that a system with the
same possible attacks as another system cannot be more secure than the second
one. This criterion allowed us to check whether the formalised metrics correctly
represent the relation between two systems in terms of security strength.

In these papers we extended our work analysing the behaviour of the security
metrics in response to defensive actions applied by a security administrator. In



fact, we formally define the ways how security of a system can be enhanced. We
call the ways defensive actions and analyse how security metrics values changes
when defensive actions are applied.

The rest of the paper goes as follows. Section 2 recalls the details of our
basic formal model. Section 3 presents the definitions of several general security
metrics from our previous work. Section 4 introduces the defensive actions and
analyses their impact on the values of security metrics. Section 5 describes the
related work. The conclusion is presented in Section 6

2 Formal Model

We recall important peculiarities of our formal model [9, 10] that allows a more
accurate discussion about security metrics. The target of our analysis is a system
which is applied out of a context, i.e., we do not consider preferences of attackers
and possible impact of attacks. We use the notation of the process algebra [17]
and define a perfect security as:

Definition 1. Let S be a process modelling behaviour of a system and X a pro-
cess modelling behaviour of an attacker. The system and the attacker perform
actions ai ∈ AS and aj ∈ AX correspondingly and move from one state to an-
other one (different states of the same process are denoted with different amount
of primes, e.g., S, S′, S′′). We denote a trace of actions accomplished by the sys-
tem γS and by the attacker as γX . A trace γ = γS •γX is a result of merging one
trace of actions with another one in a way that preserves the order of events.
We say that the system S is (perfectly) secure if and only if:

∀X, γ = γS • γX , γS ∈ S, γX ∈ X,S
γS

−−→ S′ ∧X
γX

−−→ X ′, (1)

S‖X
γ
−→ S′‖X ′ ⇒ Psec(S

′‖X ′) = ∅

Function Psec(S
′‖X ′) returns the set of possible goals successfully achieved

by an attacker in the state S′‖X ′ (e.g., the attacker has root access to a database)
when the system and the attacker work in parallel. Equivalence to the empty set
means that no goals are successfully achieved, i.e., the security [5] is preserved.
We write γX ∈ X to show that the attacker may execute a trace of actions and
γS ∈ S to show that the system may execute a trace of actions. A trace of actions
is denoted in the following way preserving the order of actions: γ = a1◦a2◦· · ·◦an.
We use the same operator to show that a sequence follows another sequence
γ = γ1 ◦ γ2. We use a ∈ γ notation to denote that an action a is contained in
the trace γ.

Definition 2. An attack to a system S is a trace of actions γX :

∃X, γ = γS • γX , γS ∈ S, γX ∈ X,S
γS

−−→ S′ ∧X
γX

−−→ X ′, (2)

S‖X
γ
−→ S′‖X ′ ⇒ Psec(S

′‖X ′) 6= ∅



Thus, the attack is the trace of actions of an attacker that leads to a state
where the attacker reaches her goal (set of goals). Now we define a set of attacks
relevant to a system.

Definition 3. Let XS be a set of all attackers relevant to a system S. The sets
of attacks relevant to system S is:

ΓX(S) := {γX : γ = γS • γX , γS ∈ S, γX ∈ X,X ∈ XS , (3)

S
γS

−−→ S′ ∧X
γX

−−→ X ′, S‖X
γ
−→ S′‖X ′ ⇒ Psec(S

′‖X ′) 6= ∅}

We derive a criterion that determines the “more secure” relation.

Criterion 1 Let ΓS1
be a set of attacks relevant to a system S1 and ΓS2

be
a set of attacks relevant for a system S2. We say that the system S1 is more
secure than or equally secure to the system S2 (S1 �sec S2) if a set of attacks
ΓS1

relevant to the system S1 is included into a set of attacks ΓS2
relevant to

the system S2 (ΓS1
⊆ ΓS2

). Formally:

S1 �sec S2 if ΓS1
⊆ ΓS2

(4)

Criterion 1 does not allow distinguishing between equal or higher security in
case ΓS1

⊂ ΓS2
thus we call this definition non sensitive. The sensitive definitions

can be formalised in the following way. Formally,

Criterion 2 We say that the system S1 is more secure than the system S2

(S1 ≻sec S2) if a set of attacks ΓS2
relevant to the system S2 is wider that the

set of attacks ΓS1
for system S1 (ΓS1

⊂ ΓS2
):

S1 ≻sec S2 if ΓS1
⊂ ΓS2

(5)

We say that the system S1 is equally secure to the system S2 (S1 ∼sec S2) if
a set of attacks ΓS1

relevant to the system S1 is equal to a set of attacks ΓS2

relevant to the system S2 (ΓS1
= ΓS2

). Formally,

S1 ∼sec S2 if ΓS1
= ΓS2

(6)

Naturally, Criteria 1 and 2 can be applied only for a very limited amount of
real systems we used this criteria since it is a trivial one. We have shown that
many metrics satisfy one of the two criteria in [9] and extended the analysis with
context-based metrics in [10].

More sophisticated criteria are required for more precise analysis of security
metrics. The problem is that such sophisticated criteria are often arguable and
may be rejected by some security experts. Nevertheless, in this paper we try to
move slightly forward and improve our criteria with another trivial amendment.



3 Definitions of Metrics

In this section, we present formal definitions for several general quantitative
security metrics. For a metric M we write M (S) to denote that the metric is
computed for a system S, e.g., for a workstation with all hardware and software
installed.

Measurement theory defines the following theorem for correct assessment
of an empirical system metrics must satisfy the representation theorem [20, 2],
which in our case may be seen as follows:

Definition 4. Let S1 and S2 be two systems of type S and M : S 7→ R be an
objective-empirical function which assigns a real value to an element from S.
Then:

S1 �sec S2 ⇔ M (S1) �M M (S2) (7)

Where M (S1) �M M (S2) means that M (S1) is better than or equal to
M (S2) (e.g., the number of attacks for S1 is less than for S2).

In the literature the metrics are introduced in such a way to define this
relation only in one way (e.g., better metrics means better security). In this
paper we would like to consider possible proves in the opposite way.

Number of attacks. Number of attacks metric defines how many attacks on a
system exist. The idea behind this metric is that the more attacks for a system
exist the less secure the system is. This metric is applied for the simplest analysis
of attack graphs [18, 19]. Number of attacks also can be used for the analysis of
results of the penetration testing.

Definition 5. Number of attacks Natt(S):

Natt(S) = |ΓX(S)| (8)

The last line of Definition 5 leaves only the minimal sequences of attack steps,
i.e., only essential steps for an attack are considered.

Criterion 3 Number of attacks is a suitable metric for security of a system
considered out of a context.

S1 �sec S2 ⇒ Natt(S1) ≤ Natt(S2) (9)

Minimal cost of attack. Minimal cost of attack represents the minimal cost the
attacker have to pay for the execution of an attack to a system [19].

We start with the definition of cost C(γX) of the attack γX . Let C(a) be the
cost of the execution of the action a ∈ γX of the attack γX .

Definition 6. Cost of attack C(γX) is:

C(γX) =
∑

∀a∈γX

C(a), γX = a1 ◦ a2 ◦ · · · ◦ an (10)



Definition 7. Minimal cost of attack Cmin(S):

Cmin(S) = min
∀γX∈X

{C(γX) : γX ∈ ΓX(S)} (11)

Criterion 4 Minimal cost of attack is a suitable metric for security of a system
considered out of a context.

S1 �sec S2 ⇒ Cmin(S1) ≥ Cmin(S2) (12)

Shortest Length of Attacks. An intuition behind this metric is the following:
the less steps an attacker has to make, the simpler is to execute the attack
successfully, and the less secure the system is [18]. We start with the definition
of an attack length:

Definition 8. The length L(γX) of attacks γX is:

L(γX) = |γX |, γX ∈ ΓX(S) (13)

We slightly abuse the notation using |γX | to determine the number of steps in a
sequence.

Definition 9. The shortest length of attacks Lmin(S) is:

Lmin(S) = min
∀γX∈X

{L(γX) : γX ∈ ΓX(S)} (14)

Criterion 5 Shortest length of attacks is a suitable metric for security of a
system considered out of a context.

S1 �sec S2 ⇒ Lmin(S1) ≥ Lmin(S2) (15)

Maximal probability of successful attack. The probability to accomplish an attack
successfully is a well-known metric [23]. The metric describes the most probable
way to compromise the system.

We start with the definition of probability of attack to be successful Pr(γX)
of the attack γX . Let Pr(a) be the probability of the execution of the action
a ∈ γX .

Definition 10. Probability Pr(γX) of a successful attack is:

Pr(γX) =
∏

∀a∈γX

Pr(a), γX = a1 ◦ a2 ◦ · · · ◦ an, γX ∈ ΓX(S) (16)

We assumed that the attack actions are independent.

Definition 11. We define maximal probability of successful attack as follows:

Prmax(S) = max
∀γX∈X

{Pr(γX) : γX ∈ ΓX(S)} (17)

Criterion 6 Maximal probability of attack is a suitable metric for security of a
system considered out of a context.

S1 �sec S2 ⇒ Prmax(S1) ≤ Prmax(S2) (18)



Attack surface metric. This metric has been proposed by Howard [4] and Man-
adhata and Wing [13]. Here we consider one of the latest versions of attack
surface metric presented by Manadhata et al., [15, 16]

Definition 12. Let us have three assets which can be affected by an attack:
method (m), data items (d), channel (c). Let us know the damage-potential level
dmgpot(γX) of every asset and the level of privileges priv(γX) required for exe-
cution of an attack γX (maximal difference in level of privileges among required
actions of the same attack). For every system we can assign the following tuple:

ASM(S) = 〈Riskm, Riskc, Riskd〉 (19)

where

Riskm =
∑

∀γX∈Γm

dmgpot(γX)

priv(γX)
; Riskc =

∑

∀γX∈Γ c

dmgpot(γX)

priv(γX)
; (20)

Riskd =
∑

∀γX∈Γd

dmgpot(γX)

priv(γX)

where Γm, Γ c, Γ d are the sets of attacks leading to compromise of the corre-
sponding asset.

Criterion 7 Attack surface is a suitable metric for security of a system consid-
ered out of a context.

S1 �sec S2 ⇒ ASM(S1) ≤ ASM(S2) (21)

4 Defensive Actions

If we consider all possible states as nodes and possible actions performed by the
system and an attacker as edges, we can construct an attack graph [8, 18]. The
attack graph G = (V,A) is the set S of nodes representing vulnerabilities in the
system and the set of edges A representing attempts (attack steps a) to execute
the vulnerabilities. Successful execution of a vulnerability gives new privileges
to the attacker. Some nodes of the attack graph denote the states, where some
attacker goal is achieved (Psec(S‖X) 6= ∅).

System can be modified in several ways. For example, security patches are in-
stalled, new services become available, access rules are changed, accounts deleted,
etc. Such modifications change the system, and thus, its behaviour. Moreover,
they may affect the behaviour of an attacker. In order to model such changes of
the system, we first define simplest modifications similar to the ones specified
for graphs [1]:

– insert action,
– insert state,
– delete action,



– delete state,
– change labels.

Naturally, the defensive actions should make the attacks harder to perform
successfully. Therefore, we need to consider such modifications, which have only
positive effect on security of the system. Thus, we define simplest defensive
actions.

Definition 13. Let S||X
d

=⇒ Ŝ||X̂ means the transformation of a system S to
a system Ŝ and an attacker X to an attacker X̂ after applying an action d. We
formally define the simplest defensive actions d ∈ Ds as follows.

– delete an action a:

∃a ∈ γ = γS • γX , γX ∈ ΓX(S) . S||X
γ
−→ S∗||X∗

Psec(S
∗||X∗) 6= ∅ ∧

S||X
a
−→ S′||X ′ ∧ 6 ∃a . Ŝ||X̂

a
−→ Ŝ′||X̂ ′ ∧ (22)

∀a′ 6= a . S′′||X ′′ a′

−→ S′′′||X ′′′ ∧ ∃a′ . Ŝ′′||X̂ ′′ a′

−→ Ŝ′′′||X̂ ′′′

– delete state S′||X ′:

∀a, a′ ∈ γ = γS • γX , γX ∈ ΓX(S) . S||X
γ
−→ S∗||X∗

Psec(S
∗||X∗) 6= ∅ ∧

S||X
a
−→ S′||X ′ ∧ S′||X ′ a′

−→ S′′||X ′′ ∧ (23)

6 ∃a, a′ . Ŝ||X̂
a
−→ Ŝ′||X̂ ′ ∧ Ŝ′||X̂ ′ a′

−→ Ŝ′′||X̂ ′′ ∧

∀a′′ 6= a, a′ . S′′′||X ′′′ a′′

−−→ S′′′′||X ′′′′ ∧ ∃a′′ . Ŝ′′′||X̂ ′′′ a′′

−−→ Ŝ′′′′||X̂ ′′′′

– substitute action a with action â; such that for any label Lab:

∃a ∈ γ = γS • γX , γX ∈ ΓX(S) . S||X
γ
−→ S∗||X∗

Psec(S
∗||X∗) 6= ∅ ∧

S||X
a
−→ S′||X ′ 6 ∃a . Ŝ||X̂

a
−→ Ŝ′||X̂ ′ ∃â . Ŝ||X̂

â
−→ Ŝ′||X̂ ′ ∧

6 ∃â S||X
â
−→ S′||X ′ Lab(â) �M Lab(a) ∧

∀a′ 6= a . S′′||X̂ ′′ a′

−→ S′′′||X ′′′ ∧ ∃a′ 6= â . Ŝ′′||X̂ ′′ a′

−→ Ŝ′′′||X̂ ′′′

– substitute action a with one state and two actions â and â′ such that â start
at the same stage that a starts and ends at the new state and â′ connects
this state with the state to which action a leads, thus, for all Lab:

∃a ∈ γ = γS • γX , γX ∈ ΓX(S) . S||X
γ
−→ S∗||X∗

Psec(S
∗||X∗) 6= ∅ ∧

S||X
a
−→ S′||X ′ ∧ 6 ∃a . Ŝ||X̂

a
−→ Ŝ′||X̂ ′ ∧ (24)

∃â, â′ . Ŝ||X̂
â
−→ Ŝ′||X̂ ′ ∧ Ŝ′||X̂ ′ â′

−→ Ŝ′′||X̂ ′′ ∧

6 ∃â, â′ . S||X
â
−→ S′||X ′ ∧ S′||X ′ â′

−→ S′′||X ′′ ∧ Lab(â ◦ â′) �sec Lab(a)

∀a′ 6= a . S′′′||X ′′′ a′

−→ S′′′′||X ′′′′ ∧ ∃a′ . Ŝ′′′||X̂ ′′′ a′

−→ Ŝ′′′′||X̂ ′′′′



We would like to note, that defensive actions and ordinary actions have dif-
ferent affect on the process. Ordinary actions simply move a process from one
state to another, but the process itself is left the same, i.e., it has the same
actions and states. Defensive actions modify the process, but have no effect on
the current state of the process. The reasoning in equivalent to the graphs. One
may consider a walk through the graph as moving from a state to a state. But,
such change differs from removing parts of the graph from considerations (e.g.,
a cut).

In Definition 13 we considered processes with hats (e.g., Ŝ) as the same pro-
cesses without hats S, but the ones we have after applying a simplest defensive
action. Although, we acknowledge, that some defensive actions may affect only a
system, when others affect only an attacker, we consider both processes changed,
for brevity. Thus, in some cases one of the processes will be the same (e.g., if
we remove an action of a system X = X̂). We do the same for changing a state
in the definitions. In the definition we also used processes marked with a star
(e.g., S∗||X∗ to denote a state of the process. In fact, in the definitions, this is
a compromised state.

Proposition 1. ∀d ∈ Ds ∀S, Ŝ . S
d

=⇒ Ŝ =⇒ |ΓX(S)| ≥ |ΓX(Ŝ)|

Proof. In the following proofs, the attacks not affected by simple defensive ac-
tions will be relevant for both systems: before applying the defensive action S
and after Ŝ. This follows from the last statements in all definitions of simple
defensive actions, that all actions not affected by the change are relevant for Ŝ.
Thus, in the following we focus only on the changed part:

– delete an action. Since the deleted action belongs to at least one sequence
which leads to a compromised state and includes an attack a ∈ γ = γS •
γX , γX ∈ ΓX(S) these attacks γ 6∈ Γ (Ŝ). Thus, ΓX(Ŝ) ⊂ ΓX(S)

– delete a state. If we delete a state we delete two actions and the proof is the
same as for deleting an action.

– substitute action a with action â. This means that ∀γ = γS • γX = γ1 ◦ a ◦
γ3, γX ∈ ΓX(S) ∃γ̂ = γ1 ◦ â ◦ γ3 ∈ ΓX(Ŝ). Thus, |ΓX(Ŝ)| = |ΓX(S)|.

– substitute action a with one state and two actions â and â′. Similar to the
previous observation, this means that ∀γ = γS • γX = γ1 ◦ a ◦ γ3, γX ∈
ΓX(S) ∃γ̂ = γ1 ◦ â◦ â′ ◦ γ3 ∈ ΓX(S). Since the rule states, that other actions
are left the same and the added state did not exist for S, thus, no other
actions lead to or from this state. Therefore, |ΓX(Ŝ)| = |ΓX(S)|.

Defensive actions (D) can be considered as some combination of simple de-
fensive actions. This means that we assume, that all actions are applied correctly,
i.e., no additional threats (additional actions, states, etc) are added because of
incorrectly performed defensive actions. We also assume that defensive actions
do not conflict with each other.

4.1 Effect of defensive actions on metrics

The security actions supposed to make system more secure. Thus, we propose a
new criterion, which extends Criteria 1 and 2:



Criterion 8 Ŝ �sec S if ∀d ∈ D ∀S, Ŝ . S||X
d

=⇒ Ŝ||X̂

Now we would like to check whether the security metrics are compatible with
Criterion 8. Since, for the defensive actions related to removing action or a state
we have shown that ΓX(Ŝ) ⊆ ΓX(S), and for this condition we have shown that
metrics are capable to detect it in [9] there is no need for us to consider this part
again.

Number of attacks

Proposition 2. ∀d ∈ Ds ∀S, Ŝ . S||X
d

=⇒ Ŝ||X̂ =⇒ Natt(S) ≥ Natt(Ŝ)

Proof. From Proposition 1 we see that |ΓX(S)| = Natt(S) ≥ Natt(Ŝ) = |ΓX(Ŝ)|.
Note, that if we improve security with a defensive action which substitutes ones
action with another one we have, that Natt(S) = Natt(Ŝ).

Minimal cost of attacks

Proposition 3. ∀d ∈ Ds ∀S, Ŝ . S||X
d

=⇒ Ŝ||X̂ =⇒ Cmin
att (S) ≤ Cmin

att (Ŝ)

Proof. Since the third and the fourth simple defensive actions state that Lab(â) �M

Lab(a) and Lab(â◦ â′) �sec Lab(a), this means that C(â) ≥ C(a) and C(â◦ â′) ≥
C(a). Thus, if the cost of the attack before the system update was C(γ), then
now it is C(γ) < C(γ)+C(â)−C(a) ∀γ = γ1 ◦a◦γ3. Thus, Cmin

att (Ŝ) ≥ Cmin
att (S)

Shortest length of attacks

Proposition 4. ∀d ∈ Ds ∀S, Ŝ . S||X
d

=⇒ Ŝ||X̂ =⇒ Lmin(S) ≤ Lmin(Ŝ)

Proof. The defensive action three does not change the length of any attack,
while the fourth one increases it by 1, substituting one step with two. Thus,
Lmin(S) ≤ Lmin(Ŝ).

Maximal probability of attacks

Proposition 5. ∀d ∈ Ds ∀S, Ŝ . S
d

=⇒ Ŝ =⇒ Prmax(S) ≥ Prmax(Ŝ)

Proof. Since the third and the fourth simple defensive actions state that Lab(â) �M

Lab(a) and Lab(â ◦ â′) �sec Lab(a), this means that Pr(â) ≤ Pr(a) and
Pr(â ◦ â′) ≤ Pr(a). Thus, if the cost of the attack before the system update
was Pr(γ), then now it is Pr(γ) < Pr(γ) ∗Pr(â)/Pr(a) ∀γ = γ1 ◦ a ◦ γ3. Thus,
Prmax(S) ≥ Prmax(Ŝ)



Attack surface

Proposition 6. ∀d ∈ Ds ∀S, Ŝ . S||X
d

=⇒ Ŝ||X̂ =⇒ ASM(S) ≥ ASM(Ŝ)

Proof. In [9] we considered an old version of attack surface metric. Since, here we
use the new one, we also need to prove the proposition for the first two simplest
defensive actions. Since both of them result in a strict ΓX(Ŝ) ⊂ ΓX(S) relation
this results in smaller number of non-negative summands for Riskm, Riskc, or
Riskd and the value of some of these risks reduces (while non-affected risk values
are left the same). Thus, ASM(Ŝ) < ASM(S).

Since the third and the fourth simple defensive actions state that Lab(â) �M

Lab(a) and Lab(â ◦ â′) �sec Lab(a), this means that priv(â) ≥ priv(a) and
priv(â ◦ â′) ≥ priv(a). Thus, the privilege levels for the attacks including these
steps: priv(γ̂) ≥ priv(γ)(∀γ ∈ ΓX(S) . a ∈ γ ∧ ∀γ̂ ∈ ΓX(Ŝ) . â ∈ γ̂). Therefore,
ASM(S) ≥ ASM(Ŝ)

We see that all metrics are able to correctly indicate the defensive actions
applied in a system. In our previous work [9] we have shown, that only the num-
ber of attacks metric satisfy the sensitive Criterion 2, when other metrics satisfy
non-sensitive Criterion 1. Here we have shown that the number of attacks cannot
detect improvement of security strength caused by the defensive action which
substitutes an action. Thus, the new assumption about more secure relation
(Criterion 8) shows, that all metrics are non-sensitive.

5 Related Work

Several authors have raised the question about quality of metrics used for secu-
rity assessment [7, 21, 22]. Most of the requirements are empirical and may be
considered as good practice. For example, Vaughn et al., [21] state that metrics
should clearly characterise the scope of measurement, be sound, have repeat-
able, reproducible and relevant process of measurement. Andy Ju An Wang [22]
adapted four axioms for complexity of programs for security metrics. These ax-
ioms looks to be too simple (e.g., “the measure must not assign the same number
to all systems”) or unclear in the context of security (e.g., “the measure must
be sensitive to the ordering of the system components”).

We have already shown that our work is close to the analysis of a system with
attack graphs. First, both approaches are based on the idea to model behaviour
of an attacker as transitions from one state to another. Second, both approaches
allow formal description of the model. Third, different metrics can be specified
using both approaches: probability of successful attack [23], minimal cost of
attack [19], minimal cost of reduction [24], shortest path [18]. Nevertheless, we
have a different goal – to formally analyse security metrics and check whether
they are able to indicate security strength correctly.

There are some metrics defined in a formal way. For example, different ver-
sions of an attack surface metric [13, 14, 16] are defined formally. Note, that we
had to make some assumptions to model it, e.g., we had to limit amount of



possible attack goals to any attacks on channel, methods, or data (see [10] for
details). Another example of formally defined metrics is a “mean time to security
failure” metric proposed by Madan et al. [12]. The proposed model considers a
single-step attack and its possible effect on the system. In our work we provide
a model which is able to capture most of the general security metrics at ones.

Several authors also analysed security of a system taking possible actions of
a defender into account [11]. They model system as a graph and consider how
attacker propagates towards her goal, and the defender is acting to prevent this
to happen. The main difference of such work with our is that we do not consider
defender as another active player. We consider defensive actions as modifications
of the system in such a way as to enhance security of the system. Thus, in this
perspective our work is closer to search for proper cuts in an attack graph [8].

6 Conclusions

In this paper, we extended our formal model for analysis of quantitative security
metrics. We introduced defensive actions in such a way, that they can only
increase the security strength. Then, we analysed security metrics defined in
our previous papers [9, 10] in order to check whether the metrics are able to
detect the changes of security correctly correctly. The analysis showed that all
considered metrics are capable to detect these changes. As a future work, we
would like to look for other evident criteria for defining empirical “more secure”
relation for a more fine-grained analysis.
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